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Abstract—The large amount of data produced by applications
in recent years needs to be analyzed in order to extract valuable
underlying information from them. Machine learning algorithms
are useful tools to perform this task, but usually it is necessary
to reduce complexity of data using feature selection algorithms.
As usual, many algorithms were proposed to reduce dimension
of data, each one with its own advantages and drawbacks. The
variety of algorithms leads to either choose one algorithm or
to combine several methods. The last option usually brings
better performance. Based on this, this paper proposes an
analysis of two distinct approaches of combining feature selection
algorithms (decision and data fusion). This analysis was made in
supervised classification context using real and synthetic datasets.
Results showed that one proposed approach (decision fusion) has
achieved the best results for the majority of datasets

Index Terms—Feature Selection, Ensemble, Mutual Informa-
tion, Data Analysis.

I. INTRODUCTION

HE amount of data in the past few years has exponentially
T grown. Many of this data come from applications used to
monitor events in the dynamic scenarios such as smart cities.
The sets of existing data need to be analyzed and machine
learning is one of the most suitable field to discover underlying
relations inside the data and extract valuable information.

However, real world scenarios tend to have high complexity
and, in order to build a more approximated model, a high
number of variables (features) needs to be used. Problems
in the fields of Bioinformatics, for instance, needs to have
thousands of gene expressions measures to describe just a few
dozens of patients [1]. Image processing, like segmentation or
pattern discovery, uses pixels as features of images, resulting
in huge number of features to describe one single image [2].

With such amount of features, most machine learning algo-
rithms suffers in finding good solutions due to the curse of
dimensionality. One suitable solution is to reduce the number
of features since gathering more sample is often not possible
[3].

To deal with this problem, several methods have been
proposed in the past years. The general idea of reducing the
dimensionality (number of features) of a dataset is to find a
set of features that can represent the entire data in a way that
the problem can be treated. This set can be composed of just
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a subset of the original data (feature selection) or can be a
transformation of the initial features (feature extraction).

As mentioned before, a large number of algorithms were
proposed to tackle this problem. They use distinct heuristics to
find a solution and each one has its own domains, advantages
and drawbacks. For example, Principal Component Analysis
(PCA) [4], one of the most popular techniques, is based on
linear projection of the largest eigenvector of the correlation
matrix to the original features, which means that it is very
sensitive to the magnitude of values and, by consequence, to
simple rotations and/or translation in data [3].

Recently, Information Theory descriptors, initially used to
measure the efficiency of data transmission [5], are been used
to quantify information in a variety of real world problems.
The Dimension Reduction (DR) problem is one of them. For
instance, [6] proposed a series of Mutual Information based
techniques to select the most relevant features of a dataset
regarding to the given classes of the problem. Algorithms
based on Mutual Information could be a better choice than
traditional linear methods because they can actually measure
the dependency of two variables, including non-linear corre-
lation, which is very common in real world situations.

Unfortunately, there is no better algorithm to treat all
problems. So, in order to reduce a dimensionality of one
dataset, a researcher has either to know very well the DR
algorithms and the data to choose the best possible method or
he has to randomly choose one expecting that it can perform
the task well enough.

However, one common alternative used by ML researches
can be used in the context of feature selection: the combination
or ensemble approach. This approach often used several meth-
ods and combines their outputs to produce one single solution,
probably better than the single ones.

Aiming at contributing for this important subject, this paper
aims to analyze two distinct apporaches of combining multiple
feature selection algorithms. The first, combines solutions
produced by different feature selection algorithms using a
voting scheme to create a single solution. The idea of this
approach is to have a combination of data, obtained by the
different feature selection algorithms (data fusion). The second
one is based on an ensemble of classification algorithms
trained by datasets reduced by feature selection algorithms
(decision fusion).

The rest of this paper is organized as follows: Section II
brings the details of the two approaches used in this paper to
combine solutions produced by feature selection algorithms.
Section III shows the algorithms and datasets used to perform
the experiments. Finally, Section IV presents the results and



brings a brief discussion closed by conclusions in Section V.

II. THE PROPOSED FUSION APPROACHES

This section will bring information about the overall oper-
ation of the proposed combination approaches to be used in
this paper, data and decision fusion.

A. Data Fusion

One simple way of combining features obtained by several
feature selection algorithms is to use a voting scheme to
choose the most relevant features, based on the output of
different feature selection algorithms. In other words, this
approach provides a fusion of features selected by different
feature selection algorithms and uses a voting strategy to select
the most important ones. The voting technique is based on
the relevance that features appears in the outputs of each
algorithm. Combining feature selection algorithms has been
successfully used in the pattern recognition literature, such
as in [7] and in [8]. The last work brings a similar study
about combination approaches, with other fusions strategies.
A general overview of the data fusion approach can be seen
in Figure 1.

Dataset

Feature Selection
Algorithm ¢

Feature Selection
Algorithm 2

Feature Selection
Algorithm 1

7
=3
®
o
o
2

[e5=3

=

saInjea Jo saxspu|

Combination Method

Dataset reduced by
Combination Method

Classifier

|

Final Output

Fig. 1. Data Fusion.

Let X,,«,» be a dataset and S,,» be the reduced dataset,
where n represent the number of instances, m the original
number of attributes and £ < m the subset of selected features.
In order to have a combined solution, we have to run ¢
algorithms, where ¢ > 1, and each algorithm selects from
X a subset of features f = f1, fo,..., f;, where [ < m. One
can reduce a dataset using the output of the FS algorithm to
extract a subset of X, S/ _,. It is important to notice that the
general results from feature selection algorithms are indexes
of the features to be selected.

Using the selected features f, we just count how many
times each feature appears in each solution found by the FS

algorithms weighted by their relevance. The relevance, in this
context, is inversely proportional to its position in the feature
vector. So, the relevance of the f; feature can be defined by:

TP == (D
J

where j is the position of the feature in the output vector. For
example, if a feature is the first choice of an algorithm, its
relevance is equals to one. If it appears in the fourth position,
then its relevance is 0.25. Using this strategy we consider
not only the presence of a feature in the DR output, but its
importance to the whole process.

Now, consider F' = {f' f*, ..., f'} as the set of all outputs
created by ¢ algorithms. We can define a voting factor for each
feature as:

t
vi= Y T )
j=1

where v = {v1,vs,...,v;} is the set of voting factors for each
feature. In other words, we basically sums up the relevance of
the features for each algorithm. After this step, we just select
the k features with highest values in v vector to have the more
relevant features for all ¢ algorithms and build the S dataset.

B. Decision Fusion

This section presents a second approach to combine multiple
feature selection algorithms. The idea is to use the structure
of ensemble of classifiers as a fusion approach, in which the
decision of the classification algorithms will be combined in
the combination method of the ensemble system (Decision
fusion). The concept of ensemble systems has emerged in the
last decades as a strategy for combining classifiers, aiming
to provide a solution that is potentially more efficient than
any single component [9]. An ensemble system consists of
a set of c individual classifiers (ICs) that are organized in
a parallel way. The set of ICs receives the input data and
their outputs are sent to the combination module (Comb)
that provides the overall answer of the ensemble. Therefore,
unlabelled patterns {U; € R?|i = 1,2,...,n} will be presented
to all individual classifiers and a combination method combine
their output to produce the overall output of the system O =
Comb(yj)7 {yj = (yjlv 7yjk|.7 =1,..,cand k=1, ~"7T}’
where the number of individual classifiers is defined by ¢ and
r describes the number of labels in a dataset. For ensemble
systems, the main aim is that individual components offer
complementary information about an input pattern and this
complementary information tends to increase the effectiveness
of the whole recognition process [10].

In this context, the idea consists of combining feature selec-
tion algorithms using a homogeneous ensemble of classifica-
tion algorithms. That is, we do not combine the outputs created
by feature selection algorithms but decisions provided by
the classification algorithms trained with the reduced datasets
produced by feature selection algorithms. The general idea of
the ensemble approach can be seen in Figure 2.

As we can see, we first use feature selection algorithms
to produce distinct subsets of the original X dataset. Those
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Fig. 2. Decision Fusion.

subsets are used as training data to classification algorithms
that are latter combined to have on single solution. It is
important to notice that the number of individual classifiers
c is set by the number of feature selection algorithms.

The main goal of using a method based on ensemble
classifiers in the context of this paper is to increase the
diversity during the process of feature selection opposing the
combination method which has low diversity.

ITI. MATERIAL AND METHODS
A. Dimensionality Reduction Algorithms

One of the main purposes of this paper is to present two
approaches to combine solutions provided by different feature
selection algorithms (dimensionality reduction algorithms).
Mutual Information based algorithms have a high potential
to perform feature selection specially when compared to more
traditional methods. Therefore, all feature selection algorithms
to be used in this paper are based on Mutual Information.

In order to validate our fusion approaches, we followed
the approach used in [11] and in [12]. We selected four
Mutual Information based algorithms from the first paper
and one from the second, including the author’s algorithm,
Spectral relaxation global Conditional Mutual Information
(SPEC_CMI). Even that all the five algorithms use the same
heuristic, each one of them tries to reach different goals.
They use the same information about the data to answer
different questions which leads us to have more diversity in our
experiment. The following topics will describe the algorithms
and their respective objectives. As the authors turned public

their Matlab®toolbox implementations ' 2 we have used it

to run our experiments. The following algorithms were used
(more details can be found in cited references):

o Quadratic programming feature selection (QPFS) [13]:
QPFS algorithm selects features reducing the task of
selection to a quadratic optimization problem, using the
Nystrom method for approximate matrix diagonalization,
which gives to this method the capacity of dealing with
very large datasets. This solution represents a faster way
to select features, when compared to other methods of
feature selection with mutual information.

o Spectral Relaxation Global Conditional Mutual Infor-
mation (SPEC_CMI) [11]: This algorithm implements
a systematic approach to the problem of global Mu-
tual Information (MI)-based feature selection via spec-
tral relaxation techniques. This approach treats issues
commonly faced by other greed algorithms, like feature
’self-redundancy’ and thus not leading to sub-optimal
solutions.

e Maximum Relevance Minimum Total Redundancy
(MRMTR) [14]: MRMTR algorithm selects features us-
ing minimal-redundancy and maximal-relevance heuris-
tics. The criterion function represented by a multi-
objective problem, aims to select a set of features which
jointly have larger relevance on the target class and at the
same time have less redundancy between them.

o Conditional Mutual Information Maximization (CMIM)
[15]: CMIM algorithm is based on conditional mutual
information, that measures the amount of mutual infor-
mation of two random variables with respect to a third.
The algorithm works picking features that maximize the
mutual information of selected features with the class
to predict conditional to any feature already selected,
ensuring the selection of features are both individually
informative and weakly dependent.

o Mutual Information Feature Selection (MIFS) [16]: MIFS
algorithm is based on greedy selection of features and
considers both mutual information with respect to the
output class and with respect to the already selected
features. Given a set of features, the algorithm chooses as
the next feature the one that maximizes the information
about the classes. That is, a feature must be informative
about the class without being predictable from the current
set of features.

All feature selection algorithms were set with their default
parameters. More details about the previous algorithms can
be found in [11] and [12]. The two combination methods
were used to ensemble all the solutions to produce a single
output. We used two ways to combine the features, the first is a
combination algorithm showed in Section II-A and the second
is an approach based on ensemble of classifiers described in
Section II-B.

In addition, for sake of performance comparison, we will
also compare the results obtained by the fusion approaches

lavaliable ~ at  http://www.mathworks.com/matlabcentral/fileexchange/
47129-information-theoretic- feature-selection

2avaliable  at  http://www.mathworks.com/matlabcentral/fileexchange/
26981-feature-selection-based-on-interaction-information



to a widely used dimensionality reduction algorithm, PCA
(Principal Component Analysis) [17], [18].

In order to compare the two approaches analyzed in this
paper, we had to set the number of dimensions of the reduced
dataset (target dimension). We selected to use three features for
each feature selection method. Two main reasons are decisive
in this selection, which are: we can test the power of feature
selection algorithms to resume the underlying information us-
ing few data; and three dimensions is a common configuration
used to visualize data.

B. Classification Algorithms

In order to evaluate the performance of the proposed ap-
proaches, We used three classification algorithms, which are:
Decision Tree [19], Naive Bayes [19] and k& Nearest Neighbor
(k-NN) [3]. They have been chosen because they are widely
used in the machine learning community and each one has a
distinct approach to find the best solution. Based on this, we
tried to cover a wide range of heuristics to classification and
to avoid a possible bias to a specific approach.

In order to run all algorithms, we used two tools: the Weka
software [20] and Matlab software [21] with all parameters set
to default. We are aware that a fine tuning of parameters would
probably lead to better results, but the number of variables
handled in the experiments was already too high. As the
main purpose of this paper is to analyze the feature selection
algorithms and the two approaches to combine solutions,
giving the same settings to all should be enough.

With the purpose to achieve more robust results, we used
a 10-fold-cross-validation approach for both combination and
ensemble methods proposed. In addition, all algorithms were
executed 10 times and we computed the average results and
respective standard deviations.

In order to compare the effectiveness of the fusion ap-
proaches, a statistical test was applied, which is called hypoth-
esis test (one-tailed student t-test), with a confidence level of
95% ( = 0.05).

C. Datasets

In our experiments, we used ten datasets from distinct
natures, distributed in two sets, which are called: artificial and
real. The artificial datasets are composed of three datasets:
Gaussian, Simulated and Friedman. The real datasets
are composed of seven datasets: LSVT, Lung Cancer,
Breast Cancer Diagnostic, Connectionist
Bench, ITonosphere, Jude and Colon Cancer.

With the exception of Lung Cancer [1], St Jude
Leukemia [22], and Colon Cancer [23] which were
collected at the Bioinformatics Research Group of Seville
repository [24], all datasets were collected at the UCI machine
learning repository [25]. Those datasets were also used in
some papers with similar purposes.

Datasets were selected aiming to cover different ranges of
number of samples and features. The main characteristics of
each dataset are presented in Table I, where n is the number
of samples, C is the number of classes and d is the number
of features (dimensionality).

Dataset n C Dist.of Classes d
LSVT 126 2 42,84 310
Lung Cancer 181 2 31,150 12533
Breast Cancer Diagnostic 569 2 212,357 30
Connectionist Bench 208 2 97,111 60
Ionosphere 351 2 126,225 32
St Jude Leukemia 248 6 15,27,64,20,40,79 985
Gaussian 60 3 20,20,20 600
Simulated 60 5 8,12,10,15,5,10 600
Friedman 1000 2 436,564 100
Colon Cancer 62 2 22,40 2000
ABLE

DATASETS DESCRIPTON.

LSVT dataset [26] is composed of 126 sustained vowel /a/
phonations features with 310 dysphonia measures aiming to
do a characterization of speech signals of Parkinson Disease
subjects.

Lung Cancer (LungC) is a gene expression dataset
used in [1] to study malignant pleural mesothelioma (MPM)
and adenocarcinoma (ADCA) of the lung. There are 181 tissue
samples (31 MPM and 150 ADCA), each sample is described
by 12533 genes.

Breast Cancer Diagnostic (BreastC) dataset
[27] is composed of 569 patterns of cells nuclei computed
from the digitization image of a needle aspirate of a breast
mass. Those images features are describe by 32 attributes.

Connectionist Bench (ConnB) dataset [28] was
created from 208 patterns of sonar signals that bounced off
metal cylinders (111 samples) or rocks (97 samples) in several
distinct angles.

The Ionosphere (Iono) dataset [29] is composed of
351 radar returns from the ionosphere divided as either suitable
for further analysis or not.

St Jude Leukemia (Jude) dataset [22], [30] was
generated from gene expression data of leukemia cells. There
are 248 samples of leukemia cells and 985 genes as attributes
describing the expression level of each gene to each sample
of cell.

Gaussian (Gauss) and Simulated (Simul)
datasets are synthetic databases that simulate microarray
data and were created to test the ML algorithms in the gene
expression analysis [22]. Both datasets have 60 samples and
600 attributes.

Friedman (Fried) dataset is a artificially dataset orig-
inated by the Friedman’s funcion from [31]. Friedman’s func-
tion is used to generate data, including both linear and non-
linear relations between samples and output, and a normalized
noise added to the output. The Friedman dataset is com-
posed of 1000 samples and 100 attributes.

Colon Cancer (ColonC) dataset [23] represent a set
of broad patterns of gene expression revealed by clustering
of tumor and normal colon tissues probed by oligonucleotide
arrays, being composed of 2000 genes as attributes and 62
tissues samples (22 normal colon tissues and 40 tumor colon
tissues).

IV. RESULTS AND DISCUSSION

In this section, we will present the results of the empirical
analysis performed with all five approaches, two fusion ap-
proaches, PCA and the original dataset (no feature selection).



In addition, we use three different classification algorithms and
the next three subsections will describe the obtained results for
these algorithms.

A. Decision Trees

Table II presents the accuracy and standard deviation of
the decision tree using all four feature selection approaches,
as well as the original dataset, for all ten datasets. For each
dataset (each line of the table), the bold number represents
the approach with best performance (highest accuracy). In
addition, we applied the statistical test and (*) represents the
cases in which there is statistical difference in performance,
in relation to the approach with best performance.

datasets. The decision fusion provided the best performance in
four datasets and data fusion provided the best performance in
only one dataset. The result of the statistical test showed that
the increase in performance of the decision fusion approach
was proved to be statistically significant in 4 datasets, in
comparison to PCA, and in all 5 datasets, in comparison to
the original data. In the same sense, the statistical test showed
that the data fusion approach had statically better performance
than PCA and original data in the Tono dataset.

When comparing the performance of both proposed ap-
proaches with NB, in relation to the results obtained in the
previous section, the proposed approaches obtained the best
peformance in less datasets (7 for DT and 5 fo NB). However,
these improvements proved to be statistically significant more

CA Decision Tree frequently (7 for DT and 11 for NB).

DRM DecFusion DatFusion PCA Original
DRA Mean=Std Mean+Std Mean+Std Mean+Std
LSVT 83.75L2.11 85.9418.94 75.0529.67(x) | 74.49L13.06(%) .

LungC | 98.24+0.51 94.81E4.06(x) | 92.22£536(x) | 93.9945.00(+) C. k Nearest Neibourgh

BreastC | 94.6510.53 933613.11 94312291 93.27£3.55 .

ConnB 76.39£1.83 7256E2947(x) | 7427E1045 73.6129.34 Table IV presents. the accuracy ?md stal}dard deviation of
Tono 91.8510.66 90.11E4.64 85.84E5.05(+) | 91.06E4.16 the k-NN (nearest neighbourh) algorithm using all four feature
Jude | 84.63E1.08(x) | 83.07E7.08(%) 93.87+4.44 8931£5.67 : .

Gauss | 31853 540) |75 S0L 16990 | 98 00L639 | 2L 939G selection approaches, as well as the original dataset, for all ten
Simul | 63.00£3.01(x) | 68.50L1551(x) | 86.83L13.46 | 74.83L15.26(x) | datasets.

Fried 88.18L0.70 89.4212.95 68.71L4.63(%) 86.2413.54

ColonC | 86.74+2.43 83.79L12.92 | 61.924907(x) | 81.95L13.86 CA k-NN

DRM DecFusion DatFusion PCA Original
TABLE II DRA Mean=+Std Mean=+Std Mean=+Std Mean=+Std
RESULTS USING DECISION TREE CLASSIFIER. LSVT 84.80£9.20 75.75E1.61(x) | 73.10E12.21(x) | 75.88E12.49(x)
LungC 99.01-£0.29 98.73£2.71 95.47E4.46(x) | 95.19E4.14(%)
BreastC | 90.49E0.41(%) 95.8212.83 92.64£3.48(%) 95.64£2.32
ConnB | 75.51E1.06(x) | 67.48E10.77(x) | 71.63E9.67(x) 86.17£8.45

As it can be observed from Table II, one proposed approach Tono 92.991046 | 8838L£5.06(x) | 85.86E548(x) | 87.16£4.96(+)

. Tud 86.7220.80 80471666 92.43E431 98.67£2.07
provided the best performance for almost all datasets. The only e iz,ngi S i1&09((**)) T io.f);) e
exception were the St Jude, Gaussian and simulated datasets. Simul 79.60+1.64 5217+£16.86 | 87.16£10.56(x) [ 100.00-£0.00
The decision fusi ided the best " i fi Fried 90.84L0.37 90.57£2.92 61.6054.43(x) | 52.96L4.55(%)

€ decision Tusion provide € best performance in nve ColonC | 8427£120 | 79.62E14.02(+) | 62.73E17.71(x) | 76.83E17.21(x)

datasets and data fusion provided the best performance in
three datasets. The statistical test showed that the decision
fusion approach had statically better performance than PCA
in 3 datasets and than the original data in only 1 dataset.
In the same sense, the statistical test showed that the data
fusion approach had statically better performance than PCA

TABLE IV

RESULTS USING K-NN CLASSIFIER.

As it can be observed from Table IV, the decision fusion

in 2 datasets and than the original data in 1 dataset.

B. Naive Bayes

Table III presents the accuracy and standard deviation of
the Naive Bayes algorithm using all four feature selection
approaches, as well as the original dataset, for all ten datasets.

RESULTS USING NAIVE BAYES CLASSIFIER.

CA Naive Bayes

DRM DecFusion DatFusion PCA Original
DRA Mean=+Std Mean=Std Mean=Std Mean=Std
LSVT 72.79+0.79 69.64+11.64 54.88+£12.04(x) | 54.401+12.59(x)
LungC 99.46-+0.08 98.29+3.30 91.06+£5.57(x) 97.95+3.21(x)
Breastc 96.01-+£0.13 94.24+3.30(x) 91.60£3.63(x) 93.30+£3.30(x)
ConnB 76.63+£0.73 68.54£10.32() 76.18+£9.04 67.71£8.66(*)

Tono 86.7410.20 89.29+4.64 83.39+6.09(x) 81.54+6.10(x)

Jude 88.59+0.44(x) 85.00£6.26(x) 95.12+3.77 98.22+2.39
Gauss 80.10+£2.92(%) | 67.67+18.32(x) 100.00+-0.00 79.66+£17.82(x)
Simul 73.00£1.69(x) | 67.50+15.24(x) 87.16+£9.43(x) 91.66+8.3
Fried 63.12+£0.31 63.05+4.14 59.59+3.80 64.83+4.52
ColonC 80.42+1.59 78.83£16.04 56.02£18.92() | 55.691+17.04(x)

TABLE IIT

As it can be observed from Table III, the proposed ap-
proaches provided the best performance half of the analysed

provided the best performance in half of the datasets, while
the data fusion approach provided the best performance in
only one dataset. The results statistical test showed that the
decision fusion approach had statically better performance
than PCA and the original dataset in all 5 datasets. However,
for the data fusion approach, the statistical test showed that
the this approach had statically better performance only for
PCA (BreastC dataset), and similar performance than the
original data. The results obtained by the k-NN algorithm are
very similar to the ones obtained by the NB algorithms.

In summary, based on the empirical analysis conducted in
this paper, we could state that the decision fusion approach is
the best feature selection method, comparing to the data fusion
approach and PCA, providing better performance in the ma-
jority of datasets. In addition, it could improve performance,
when compared to the original data (no feature selection), in
the majority of datasets.

V. CONCLUSIONS

This paper presented two distinct apporaches of combining
multiple feature selection algorithms. The first one combines
solutions produced by different feature selection algorithms



using a voting scheme to create a single solution. The idea
of this approach is to have a combination of data, obtained
by the different feature selection algorithms (data fusion).
The second one is based on an ensemble of classification
algorithms trained by datasets reduced by feature selection
algorithms (decision fusion).

In order to assess the performance of the proposed ap-
proaches, an empirical analysis was conducted. In this analy-
sis, the proposed approach used three different classification
algorithms (DT, NB and k-NN) and they were all applied to 10
different datasets. For comparison purposes, we also applied
a standard PCA algorithm and the original data (no feature
selection).

Through this analysis, we could state that the decision
fusion approach is the best feature selection method, com-
paring to the data fusion approach and PCA, providing better
performance in the majority of datasets. In addition, it could
improve performance, when compared to the original data (no
feature selection), in the majority of datasets.

As future work we can investigate other feature selection
techniques. The results can be complemented by performing
experiments with heterogeneous ensembles and other classifi-
cation algorithms.
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